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#### Abstract

Various ways of generalizing the concept of maximum overlap or Brueckner orbitals (BOs), which are defined in single-reference (SR) state formulations of many-electron theory, to the case of multi-reference (MR) state approaches are proposed. These generalizations can be classified into two categories. The first one consists of orbitals that yield the maximum proximity of the model space, $\mathcal{M}_{0}$, spanned by $d$-determinants constructed from the orbitals considered and the target space, $\mathcal{M}$, spanned by the set of $d$ exact wavefunctions of interest in the MR approach. Due to the fact that there are many proximity criteria, the first category includes various maximum proximity orbitals (MPOs). The second category includes the set of orbitals (MR-BOs) which satisfy the generalized Brueckner condition (the requirement is that in the configuration-interaction expansion of the exact wavefunctions in the intermediate normalization there are no singly-excited configurations). Interesting relationships between various MPO-type sets, as well as between MPO and MR-BOs sets, have been disclosed. It has been shown that there exists such a proximity measure of $\mathcal{M}$ and $\mathcal{M}_{0}$ that the orbitals maximizing it simultaneously satisfy the generalized Brueckner condition. These orbitals seem to provide the most satisfactory MR generalization of the BOs. To illustrate the detailed structure of the various orbital sets considered and to test the sensitivity of various proximity measures results of calculations for the H 4 model are presented and discussed.


## 1. Introduction

There are at least two reasons why one-particle functions (orbitals) belong to the basic concepts of modern many-electron theories of atomic and molecular systems. First, for purely theoretical reasons, the choice of orbitals defines independent particle models (IPMs) which are employed for the description of states of these systems either independently or as the starting approximations in more accurate approaches, that eliminate the errors present in this model. Second, for formal and computational reasons, the choice of the orbitals determines the detailed structure of individual theoretical approaches and may have crucial impact on their accuracy as well as the efficiency of their computational implementations. Since the inception of many-electron theories by far the most important role has been played by the Hartree-Fock (HF) orbitals [1] which are defined when using the best-energy criterion for the wavefunction of the IPM.

A very interesting IPM has been defined in terms of orbitals obtained from the requirement that the determinantal wavefunction $\Phi_{B}$, corresponding to the exact wavefunction $\Psi$, is such that

$$
\begin{equation*}
\left\|\Psi-\Phi_{B}\right\|=\min \quad \text { for } \quad\|\Psi\|=\left\|\Phi_{B}\right\|=1 \tag{1}
\end{equation*}
$$

or, equivalently, that the overlap of these functions is maximum, i.e.,

$$
\begin{equation*}
\left\langle\Phi_{B} \mid \Psi\right\rangle=\max \tag{2}
\end{equation*}
$$

$\dagger$ E-mail address: karoljan@phys.uni.torun.pl

The first explicit use of condition (1) for the definition of the one-particle wavefunctions can be found in the work of Brenig [2] who was concerned with the problem of generalizing to finite nuclear systems Brueckner's self-consistent field approach, formulated for infinitely extended nuclear matter in terms of two-particle reaction operators (see, e.g., [3]). Brenig also found that determinants $\Phi_{a}^{r}$ obtained by single substitutions of the single-particle functions $\varphi_{a}$ from the set defining the optimum determinant $\Phi$ by an orbital $\varphi_{r}$ orthogonal to any function of this set are orthogonal to the exact wavefunction, i.e.,

$$
\begin{equation*}
\left\langle\Phi_{a}^{r} \mid \Psi\right\rangle=0 \quad \text { for } \quad 0 \leqslant a \leqslant N<r \tag{3}
\end{equation*}
$$

where $N$ is the number of particles.
The orbitals satisfying the conditions (1)-(3) are referred to as Brueckner orbitals (BO) or maximum overlap orbitals.

The IPM considered has been assimilated by the many-electron theory mainly due to the work of Nesbet [4] who reformulated the configuration interaction (CI) approach in such a way that it resembles, as far as possible, Brueckner's formulation [3]. To achieve his aim he imposed on the orbital set, the condition (3), which he called the 'Brueckner condition'. Notice that this condition eliminates the singly exited configurations from the configuration interaction (CI) expansion of the exact wavefunction. Further impetus to work in this field was due to Löwdin [5] and Kutzelnigg and Smith [6]. Paldus et al [7] derived stability conditions for maximum-overlap independent-particle wavefunctions and applied them to the $\pi$-electronic model.

Since the determination of the BOs requires the knowledge of the exact wavefunction, it would seem that they are of more theoretical than practical interest. In fact, they turned out to be especially useful in studies of the detailed structure of the terms of the wavefunction representing various correlation effects. However, over the years there have been computational methods developed implying the use of BOs, e.g., Larsson [8] and Stolarczyk and Monkhorst [9] proposed obtaining these orbitals from HF-type equations modified by a 'correlation' potential. An interesting field of practical applications of BOs seem to be the coupled-cluster (CC) methods [10, 11]. Theoretical [9] and computational [12] CC studies of the applicability of these orbitals have been performed by several groups. Recently Handy et al [13] have put forward and applied a promising CC-type approach based on the use of BOs.

So far we have been concerned with methods concentrating on the description of one state at a time, i.e., both the maximum overlap determinant $\Phi$ and the BOs are defined for one exact wavefunction $\Psi$. Moreover, it is implicitly assumed that the CI-expansion of this wavefunction is dominated by a single determinant. States corresponding to these wavefunctions are well described in terms of single-reference (SR) state methods of variational, perturbational and CC type.

However, for a large class of states known as quasi-degenerate ones, the CI-expansion of the wavefunction contains more than one important configuration. The description of the electron correlation effects in such states by means of SR methods encounter various difficulties which can be, to a large extent, overcome within the framework of multi-reference (MR) state formulations of perturbational (for details and references, see, e.g., [14-17]) and CC-type (see [15, 18-21] and references therein) methods. The MR methods are concerned with several states at the same time. To formulate such methods one starts with a model space, $\mathcal{M}_{0}$, spanned by a set of $d$ Slater determinants $\Phi_{i}$, including the dominant configurations of the states considered and defines a wave operator, $\Omega$, which generates a set of $d$ exact normalized wavefunctions $\Psi_{i}$ by acting upon $d$ suitable linear combinations, $\Psi_{i}^{(0)}$ of the $\Phi_{i}$ determinants, i.e.,

$$
\begin{equation*}
\Psi_{i}=\Omega \Psi_{i}^{(0)} \quad(i=1,2, \ldots, d) \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi_{i}^{(0)}=\sum_{k=1}^{d} c_{i k} \Phi_{k} \tag{5}
\end{equation*}
$$

The space, $\mathcal{M}$, spanned by the $d$ exact wavefunctions $\Psi_{i}$ is referred to as target space [16].
We recently [22] proposed methods for the quantitative description of the model and target spaces employed in MR formulation. One of these methods was employed to define a generalization to the MR case of the concept of BOs, i.e., orbitals corresponding to the maximum proximity of the pairs of subspaces considered. These orbitals are referred to as maximum overlap orbitals (MPO) [22]. To better understand the impact of the distance of the $\mathcal{M}_{0}$ and $\mathcal{M}$ spaces on MR-type approaches, model studies have been undertaken for the minimum basis set (MBS) H4 system, which offers the possibility of a simple parametrization of arbitrary symmetry-adapted orbital sets [22]. It has been demonstrated that if MPOs are applied in calculations based on MR-CC approaches of valence-universal or state-universal types, results superior to those for HF orbitals are obtained. This improvement is especially evident outside the strong quasi-degeneracy region.

Due to the freedom of choosing criteria for describing the proximity of the $\mathcal{M}_{0}$ and $\mathcal{M}$ spaces, the MPOs represent just one of the many possibilities of defining generalized BOs. When proceeding from the MR to the SR case, all generalized BOs become identical to the standard ones. Note that the criteria employed for defining these orbitals can be considered as MR generalizations of the conditions given by equations (1) or (2). None of these criteria is directly related to the Brueckner condition (3), which eliminates the singly excited configuration from the CI expansion of the exact wavefunctions. Hence, it might be interesting to define BOs not based on proximity criteria, but rather on an MR generalization of the Brueckner condition. We discuss this possibility below. Let us mention that hints for using the Brueckner condition for constructing BOs for more general states can be found in the work of Lindgren [15,23], who has indicated the possibility of constructing approximate BOs from the requirement that the contributions from certain diagrams of his MR perturbation method corresponding to single excitations, vanish. This idea has been applied in calculations of approximate BOs for systems with a single valence electron [23]. This restriction of the number of the valence electrons means that the problem is essentially a SR one and genuine MR aspects do not emerge.

The object of this paper is to try to compare various types of generalized BOs for MR theories. This will be performed in two stages. At the first stage, we would like to get an idea about the differences of the BOs obtained when using various definitions of the proximity of the model and target spaces as well as the generalized Brueckner condition. This comparison is based on results of numerical calculations for the H 4 model [24]. This model has been employed by several authors (for references, see, e.g., [25]) for studying the performance and reliability of various methods of many-electron theory. An important feature of this model is that one can specify arbitrary symmetry-adapted orbital sets by means of two parameters [25], which makes the determination of the generalized BOs a relatively simply task.

At the second stage, we would like to establish the relationship between the BOs obtained when using various maximum proximity criteria with those obtained from the generalized Brueckner condition.

## 2. Theoretical and calculational aspects

### 2.1. Multi-reference state generalizations of $B O s$

As already stated, the MR generalizations of BOs can be classified into two categories: the first consists of various orbitals obtained from some proximity criteria for the model and target spaces. The second category consists of the orbital set obtained from requirement of satisfying the generalized Brueckner condition.

Let us start with the first category. As shown before [26], the proximity of two subspaces spanned by the basis sets $\left\{\Phi_{i}\right\}_{i=1}^{d}$ and $\left\{\Psi_{i}\right\}_{i=1}^{d}$ can be characterized in terms of $M_{i}$-numbers which are defined as

$$
\begin{equation*}
M_{i}=\sqrt{v_{i}} \tag{6}
\end{equation*}
$$

where $v_{i}, i=1, \ldots, d$, are the eigenvalues of the matrix

$$
\begin{equation*}
V=M^{\dagger} M \tag{7}
\end{equation*}
$$

and $M$ denotes the mixed-overlap matrix defined as

$$
\begin{equation*}
M_{i j}=\left\langle\Phi_{i} \mid \Psi_{j}\right\rangle \tag{8}
\end{equation*}
$$

We are concerned with the case of non-orthogonal pairs of subspaces for which [26]

$$
\begin{equation*}
0<v_{i} \leqslant 1 \quad \text { and } \quad 0<M_{i} \leqslant 1 \tag{9}
\end{equation*}
$$

One of the possible proximity measures is given by the quantity

$$
\begin{equation*}
D_{0}=d^{-1} \sum_{i=1}^{d} M_{i}^{2}=d^{-1} \operatorname{Tr}\left(M^{\dagger} M\right) \tag{10}
\end{equation*}
$$

Since $D_{0}$ represents the trace of the matrix $V$, one obtains

$$
\begin{equation*}
D_{0}=d^{-1} \operatorname{Tr}\left(M^{\dagger} M\right)=d^{-1} \sum_{i, k}\left|\left\langle\Phi_{k} \mid \Psi_{i}\right\rangle\right|^{2} \tag{11}
\end{equation*}
$$

Moreover, from (9), we have $D_{0} \leqslant 1$.
We recently [22] defined MR generalizations to the BOs as such orbital sets that maximize the proximity of $\mathcal{M}_{0}$ and $\mathcal{M}$. The detailed form of these orbitals depends on the proximity measure chosen. In our previous paper [22] we defined the proximity of $\mathcal{M}_{0}$ and $\mathcal{M}$ using the index $\tilde{D}_{0}=d D_{0}$ defined by equation (10). The set of orbitals obtained from the requirement

$$
\begin{equation*}
\tilde{D}_{0}=\max \tag{12}
\end{equation*}
$$

being referred to as maximum proximity orbitals (MPOs).
The index, $D_{0}$, represents just one of the possibilities of constructing proximity measures in terms of the $M_{i}$ numbers. For further studies of the impact of choosing the proximity criterion on the form of the generalized BOs obtained let us consider the following measures:

$$
\begin{equation*}
D_{k}=d^{-1} \sum_{i=1}^{d}\left(M_{i}^{2}\right)^{2^{-k}} \quad k=0,1, \ldots \tag{13}
\end{equation*}
$$

Notice that $0<D_{k} \leqslant 1$ for every $k$. Let us mention that the index $\tilde{D}_{1}=\sum_{i=1}^{d} M_{i}$ has already been considered as a proximity measure [26].

Taking into account that $M_{i}=\left(M_{i}^{2}\right)^{1 / 2}$ are eigenvalues of the matrix $\left(M^{\dagger} M\right)^{1 / 2}$ one can write: $D_{1}=d^{-1} \operatorname{Tr}\left(M^{\dagger} M\right)^{1 / 2}$. In a similar way one can proceed to consecutive values of $k$ and re-express the $D_{k}$ index as

$$
\begin{equation*}
D_{k}=d^{-1} \operatorname{Tr}\left(M^{\dagger} M\right)^{2^{-k}} \tag{14}
\end{equation*}
$$

The generalized BOs obtained from the requirement

$$
\begin{equation*}
D_{k}=\max \tag{15}
\end{equation*}
$$

shall be referred to as MPOs corresponding to the proximity measure $D_{k}$ and denote by the acronym $\operatorname{MPO}(k)$.

An alternative definition of proximity indices can be obtained by using the product of various powers of the $M_{i}$-numbers [26], e.g., for the first power we have

$$
\begin{equation*}
P=\prod_{i=1}^{d} M_{i} \tag{16}
\end{equation*}
$$

Since, for all powers of $M_{i}$ the orbitals maximizing their products are the same, we shall confine our considerations to the index given by

$$
\begin{equation*}
P=\max \tag{17}
\end{equation*}
$$

which will be referred to as MPOs corresponding to the proximity measure $P$ and denoted by the acronym MPO/P.

To explicitly relate the $P$-index with the matrix $M$ let us take into account that $M_{i}$ are eigenvalues of the matrix $\left(M^{\dagger} M\right)^{1 / 2}$, i.e., there exists a unitary matrix $U$ such that

$$
\begin{equation*}
\left(M^{\dagger} M\right)^{1 / 2}=U^{-1} \operatorname{diag}\left(M_{i}\right) U \quad 0<M_{i} \leqslant 1 \tag{18}
\end{equation*}
$$

From this equation one gets

$$
\begin{equation*}
\operatorname{det}\left(M^{\dagger} M\right)^{1 / 2}=\left(\operatorname{det} M^{\dagger} M\right)^{1 / 2}=|\operatorname{det} M|=\prod_{i=1}^{d} M_{i}=P \tag{19}
\end{equation*}
$$

Hence, the desired index satisfies the equation

$$
\begin{equation*}
P=|\operatorname{det} M| \tag{20}
\end{equation*}
$$

To define the orbitals of the second category, first we shall formulate the generalization of the Brueckner condition (3). Notice that in the SR case, this condition is independent from the normalization conditions imposed on the wavefunction. To define single excitations in the MR case one has to specify both the wavefunction and reference state considered. This can be most conveniently performed using the following generalization of the intermediate normalization condition to the MR case [27]:

$$
\begin{equation*}
\left\langle\Phi_{i} \mid \tilde{\Psi}_{k}\right\rangle=\delta_{i k} \quad(i, k=1, \ldots, d) \tag{21}
\end{equation*}
$$

The renormalized functions $\tilde{\Psi}_{k}$ are obtained from their orthonormal counterparts $\Psi_{i}$ as

$$
\begin{equation*}
\tilde{\Psi}_{k}=\sum_{l=1}^{d}\left[\mathrm{M}^{-1}\right]_{l k} \Psi_{l} \quad(k=1, \ldots, d) \tag{22}
\end{equation*}
$$

where $M$ is the mixed-overlap matrix (8) representing the coefficients of the reference determinants in the $\Psi_{l}$ functions, i.e.,

$$
\begin{equation*}
\Psi_{l}=\sum_{j=1}^{d} M_{j l} \Phi_{j}+\chi_{l} \tag{23}
\end{equation*}
$$

and $\chi_{l}$ belongs to the orthogonal complement $\mathcal{M}_{0}^{\perp}$, of $\mathcal{M}_{0}$. Notice that the renormalized wavefunctions take the form

$$
\begin{equation*}
\tilde{\Psi}_{k}=\Phi_{k}+\tilde{\chi}_{k} \quad(k=1, \ldots, d) \tag{24}
\end{equation*}
$$

with $\tilde{\chi}_{k} \in \mathcal{M}_{0}^{\perp}$, and can be represented as [27]

$$
\begin{equation*}
\tilde{\chi}_{k}=\sum_{a_{1}, r_{1}} \tilde{c}_{a_{1}}^{r_{1}}(k)\left(\Phi_{k}\right)_{a_{1}}^{r_{1}}+\cdots+\sum_{\substack{a_{1}, \ldots, a_{N} \\ r_{1}, \ldots, r_{N}}} \tilde{c}_{a_{1}, \ldots, a_{N}}^{r_{1}, \ldots, r_{N}}(k)\left(\Phi_{k}\right)_{a_{1}, \ldots, a_{N}}^{r_{1}, \ldots, r_{N}} \tag{25}
\end{equation*}
$$

where $\left(\Phi_{k}\right)_{a_{1}, \ldots, a_{N}}^{r_{1}, \ldots, r_{N}}$ denotes the determinant obtained from $\Phi_{k}$ by the replacement of the spinorbitals $a_{1}, \ldots, a_{s}$, by the spin-orbitals $r_{1}, \ldots, r_{s}$.

Note that the MR formulation of the perturbational and coupled-cluster approaches are consistent with the intermediate normalization condition (23) for the wavefunction $\tilde{\Psi}_{k}$, e.g., the $\tilde{c}_{a}^{r}$ coefficients are equal to the one-body cluster amplitudes. They also correspond to the diagrams of Lindgren's MR perturbation theory [15] which are supposed to vanish in his method of defining approximate BOs. It seems that these arguments justify our suggestion to consider as a MR counterpart of the Brueckner condition, the equations

$$
\begin{equation*}
\tilde{c}_{a}^{r}(k)=0 \tag{26}
\end{equation*}
$$

for $k=1, \ldots, d$, and all relevant hole and particle states.
Let us denote by $c_{j}^{k, a \rightarrow r}$ the coefficient of the determinant $\left(\phi_{k}\right)_{a}^{r}$ in the FCI expansion of the wavefunction $\Psi_{j}$, i.e.,

$$
\begin{equation*}
c_{j}^{k, a \rightarrow r}=\left\langle\left(\Phi_{k}\right)_{a}^{r} \mid \Psi_{j}\right\rangle \tag{27}
\end{equation*}
$$

Now the generalized Brueckner condition (26) takes the form

$$
\begin{equation*}
\sum_{j=1}^{d}\left[M^{-1}\right]_{j k} c_{j}^{k, a \rightarrow r}=0 \tag{28}
\end{equation*}
$$

for $k=1, \ldots, d$, and all relevant hole and particle states.
We shall refer to the BOs for which the coefficients $c_{j}^{k, a \rightarrow r}$ satisfy the equation (28) as multi-reference-state Brueckner orbitals (MR-BOs). Notice that sets of coefficients corresponding to different excitations $a \rightarrow r$ from a given determinant $\Phi_{k}$ satisfy the same equation.

### 2.2. H4 model

Here we present the results of numerical studies for the H 4 model [24] in which the trapezoidal arrangement of the four hydrogen atoms is fully specified by a single parameter, $\alpha$, defining the angle $\phi=\alpha \pi$ if the nuclear separation between the nearest neighbouring atoms is fixed (in our case at 2 au ). Continuously varying the parameter $\alpha$ from 0 to 0.5 , we proceed from a very strongly quasi-degenerate regime to an almost non-degenerate situation. Although the model system considered is relatively small, it is known to epitomize many of the essential difficulties encountered in quantum-chemical computations. The four MOs of the H4 MBS model are labelled according to their $C_{2 v}$ symmetry species. One has two orbitals of $a_{1}$ symmetry species, which can be written in terms of Gaussian functions $\chi_{k}$, centred at atom $k$ as

$$
\begin{equation*}
\varphi_{i}^{a}=c_{i}^{a}\left(\chi_{1}+\chi_{4}\right)+d_{i}^{a}\left(\chi_{2}+\chi_{3}\right) \quad(i=1,2) \tag{29}
\end{equation*}
$$

and two orbitals of $b_{2}$ symmetry species

$$
\begin{equation*}
\varphi_{i}^{b}=c_{i}^{b}\left(\chi_{1}-\chi_{4}\right)+d_{i}^{b}\left(\chi_{2}-\chi_{3}\right) \quad(i=1,2) \tag{30}
\end{equation*}
$$

We assume that $i=1$ for the orbital corresponding to the lower expectation value of the oneelectron Hamiltonian. Since we are concerned with the three lowest ${ }^{1} \mathrm{~A}_{1}$ states, the nodeless $\varphi_{1}^{a}$ orbital is included in all model-space determinants. The normalization and orthogonality conditions mean that for each symmetry species all four coefficients in equations (29) and (30)

Table 1. Orbital parameters for various MR generalizations of BOs and proximity indices obtained for the pair of states $\left(1^{1} \mathrm{~A}_{1}, 2{ }^{1} \mathrm{~A}_{1}\right)$ of the H 4 model at various geometries.

|  | $\alpha=0.005$ | $\alpha=0.05$ | $\alpha=0.1$ | $\alpha=0.2$ | $\alpha=0.5$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Orbital parameters: $^{\text {a }}$ |  |  |  |  |  |
| MPO(0) | 1.02432 | 1.18462 | 1.25145 | 1.22799 | 1.16724 |
|  | 0.99285 | 0.95347 | 0.94902 | 0.96869 | 0.96480 |
| $\mathrm{MPO}(1)$ | 1.02400 | 1.18011 | 1.23328 | 1.16286 | 1.05375 |
|  | 0.99303 | 0.95610 | 0.95879 | 1.00236 | 1.01857 |
| $\mathrm{MPO}(2)$ | 1.02384 | 1.17665 | 1.22035 | 1.11943 | 0.98377 |
|  | 0.99311 | 0.95820 | 0.96578 | 1.02653 | 1.05555 |
| $\mathrm{MPO}(9)$ | 1.02379 | 1.17550 | 1.21608 | 1.10606 | 0.96320 |
|  | 0.99315 | 0.95887 | 0.96813 | 1.03422 | 1.06709 |
| $\mathrm{MPO} / \mathrm{P}$ and MR-BOs | 1.02379 | 1.17550 | 1.21605 | 1.10596 | 0.96304 |
|  | 0.99315 | 0.95887 | 0.96814 | 1.03428 | 1.06718 |
| HF | 1.038 | 1.322 | 1.506 | 1.637 | 1.626 |
|  | 0.983 | 0.874 | 0.835 | 0.804 | 0.823 |
| Proximity indices: ${ }^{\mathrm{b}}$ |  |  |  |  |  |
| $D_{0}$ | 0.93376 | 0.90992 | 0.85582 | 0.73579 | 0.66753 |
| $D_{2}$ | 0.98298 | 0.97649 | 0.96056 | 0.91731 | 0.88456 |
| $D_{9}$ | 0.99987 | 0.99981 | 0.99968 | 0.99930 | 0.99898 |
| $P$ | 0.93361 | 0.90900 | 0.84981 | 0.69884 | 0.59398 |

${ }^{\text {a }}$ See equation (31). For each orbital $x_{a}$ is listed above $x_{b}$.
${ }^{\mathrm{b}}$ For HF orbitals.
can be expressed in terms of a single parameter. For the reference functions employed in this work it is convenient to use the parameters

$$
\begin{equation*}
x_{a}=d_{1}^{a} / c_{1}^{a} \quad \text { and } \quad x_{b}=d_{1}^{b} / c_{1}^{b} \tag{31}
\end{equation*}
$$

for the $a_{1}$ and $b_{2}$ symmetry species, respectively. Varying these parameters in the range $(0, \infty)$ allows one to define a vast variety of orbital sets for the H 4 model. It is convenient to represent every orbital set as a point on the ( $x_{a}, x_{b}$ )-plane.

In this work we define the model space, $\mathcal{M}_{0}$, as spanned by two determinants:

$$
\begin{equation*}
\Phi_{1}=\left|\varphi_{1}^{a} \bar{\varphi}_{1}^{a} \varphi_{1}^{b} \bar{\varphi}_{1}^{b}\right| \quad \text { and } \quad \Phi_{2}=\left|\varphi_{1}^{a} \bar{\varphi}_{1}^{a} \varphi_{2}^{a} \bar{\varphi}_{2}^{a}\right| \tag{32}
\end{equation*}
$$

## 3. Comparison of the generalized BOs obtained for H 4

Since MR generalizations of the BOs obtained when using various criteria differ among themselves, it might be interesting to get some information about the size of these differences and its dependence on the choice of the pairs $\mathcal{M}_{0}$ and $\mathcal{M}$. To this end we have performed calculations for various geometries of H4. In tables 1 and 2, we present some typical results for the orbital parameters obtained. Let us notice that the parameters defining the MPO/P and MR-BOs which are obtained from the conditions (17) and (28), respectively, are identical for all cases considered. This fact will be justified in the next section. For comparison, orbital parameters are also given for the ground state HF orbitals. Moreover, to get an idea about the proximity of $\mathcal{M}_{0}$ and $\mathcal{M}$ for the situations considered, as well as about the usefulness of various indices in characterizing these proximity, we display some of the indices $D_{k}$, defined by equation (13), and the index $P$ defined be equation (16).

The results obtained for the pair of subspaces corresponding to the states $1{ }^{1} \mathrm{~A}_{1}$ and $2{ }^{1} \mathrm{~A}_{1}$ are collected in table 1 . From the table, one sees that the $\mathrm{MPO}(k)$ s change in a regular way with

Table 2. Orbital parameters for various MR generalizations of BOs and proximity indices obtained for the pair of states $\left(1^{1} \mathrm{~A}_{1}, 3{ }^{1} \mathrm{~A}_{1}\right)$ of the H 4 model at various geometries.

|  | $\alpha=0.1$ | $\alpha=0.15$ | $\alpha=0.2$ | $\alpha=0.5$ |
| :--- | :---: | :--- | :--- | :--- |
| Orbital parameters: $^{\text {a }}$ |  |  |  |  |
| MPO(0) | 12.283 | 6.80019 | 5.17686 | 3.46240 |
|  | 0.49550 | 0.63972 | 0.77538 | 0.95263 |
| MPO(1) | 19.123 | 6.91220 | 5.23682 | 3.56261 |
|  | 0.48031 | 0.63896 | 0.77541 | 0.95830 |
| MPO(2) | 33.146 | 6.98531 | 5.27743 | 3.62871 |
|  | 0.46908 | 0.63846 | 0.77540 | 0.96205 |
| MPO(9) | 42.642 | 7.00713 | 5.28883 | 3.64883 |
|  | 0.46574 | 0.63832 | 0.77540 | 0.96312 |
| MPO/P and MR-BOs | 42.736 | 7.00731 | 5.28893 | 3.64898 |
|  | 0.46572 | 0.63832 | 0.77540 | 0.96313 |
| HF | 1.506 | 1.602 | 1.637 | 1.626 |
|  | 0.835 | 0.806 | 0.804 | 0.823 |
| Proximity indices: ${ }^{\text {b }}$ |  |  |  |  |
| $D_{0}$ | 0.57951 | 0.60733 | 0.63820 | 0.68151 |
| $D_{2}$ | 0.80004 | 0.84927 | 0.86875 | 0.89177 |
| $D_{9}$ | 0.99803 | 0.99862 | 0.99882 | 0.99906 |
| $P$ | 0.36504 | 0.49170 | 0.54707 | 0.61622 |

${ }^{\text {a }}$ See equation (31). For each orbital $x_{a}$ is listed above $x_{b}$.
${ }^{\mathrm{b}}$ For HF orbitals.
increasing $k$. All the orbitals considered differ very little for $\alpha=0.005$, i.e., for the strongest quasi-degeneracy. When proceeding to greater $\alpha$-values the differences between the individual orbitals increase. This increase is accompanied by a decrease of the values of the proximity indices $D_{k}$. For fixed $\alpha$, the comparison of the $\mathrm{MPO}(k) \mathrm{s}$ with $\mathrm{MPO}(k+1)$ s for increasing $k$ indicates that the largest differences are found when proceeding from $k=0$ to $k=1$. These differences become much smaller for larger $k$. One can also notice the interesting fact, that for $k=9$, the orbital parameters for MPO(9) differ very little from those of the MR-BOs and MPO/Ps. As we shall see in the next section, the MPO $(k)$ s for $k \rightarrow \infty$ become identical with the latter orbitals. Comparing the various generalized BOs with the HF orbitals, one can see that, except for $\alpha=0.005$, these orbitals differ significantly. The $D_{k}$ and $P$ indices given in table 1 are calculated for the HF orbitals. One can see that with increasing $k$ the former indices disclose a rather fast convergence to the limiting value of one, which is a consequence of the fact that $M_{i}$ values in equation (13) take values from the range $(0,1]$. Notice that with increasing $k$, the $D_{k}$-indices become an increasingly less sensitive measure of the proximity of $\mathcal{M}_{0}$ and $\mathcal{M}$. They provide, however, for every $k$, the same proximity hierarchy of these subspaces. The most sensitive proximity indices turned out to be $P$ and $D_{0}$.

The results obtained for the pair of states $\left(1^{1} \mathrm{~A}_{1}, 3{ }^{1} \mathrm{~A}_{1}\right)$ are shown in table 2 . Note that for small $\alpha$-values $\mathcal{M}_{0}$ and $\mathcal{M}$ differ enormously. Therefore, we start the presentation with $\alpha=0.1$. Perusing the $D_{k}$ values one can see that for $\alpha=0.1$ some of them take small values. The proximity improves with increasing $\alpha$-values, but only for $\alpha=0.5$, do the $D_{k}$ indices take values larger from their counterparts for the pair of states $\left(1^{1} \mathrm{~A}_{1}, 2{ }^{1} \mathrm{~A}_{1}\right)$. The results given in table 2 disclose a similar general behaviour as those of table 1. Again, the differences between consecutive $\mathrm{MPO}(k)$ s decrease with increasing proximity. The differences are especially large for $\alpha=0.1$. Notice again, the closeness of the parameters for $\mathrm{MPO}(9)$ and the corresponding MR-BOs and MPO/P. It is also evident from the table that the HF orbitals do not resemble any
of the MPO $(k) \mathrm{s}$ or MR-BOs. As might be expected, the $D_{k}$ and $P$ indices disclose a similar behaviour to the $\left(1^{1} \mathrm{~A}_{1}, 2{ }^{1} \mathrm{~A}_{1}\right)$ pair.

The results of the calculations can be summarized as follows. (a) The MPO( $k$ )s disclose systematic changes with varying $k$. These changes are most pronounced for small values of $k$ and, for a given $k$, they decrease with increasing proximity of $\mathcal{M}_{0}$ and $\mathcal{M}$. (b) For large values of $k$ the MPO $(k)$ s become very similar to the MR-BOs and MPO/P. (c) The most precise measures of the proximity of pairs of subspaces are obtained when using the indices $P$ and $D_{0}$.

## 4. Relationship between various MR generalization of the BOs

Now we would like to consider the relationship between various MR generalizations of the BOs from a more general point of view. Let us start with the comparison of the MPO/Ps and MR-BOs. Since the former orbitals have to satisfy condition (17), they have, by equation (19), to fulfill the equation

$$
\begin{equation*}
\delta \operatorname{det} M=0 \tag{33}
\end{equation*}
$$

When evaluating the variation of $\operatorname{det} M$ with respect to the variation of the determinant $\Phi_{i}$, one can employ the expansion of the determinant with respect to the elements of the $i$ th row and obtain

$$
\begin{equation*}
\delta \operatorname{det} M=\sum_{j, k=1}^{d}\left\langle\delta \Phi_{k} \mid \Psi_{j}\right\rangle M(k, j) \tag{34}
\end{equation*}
$$

where $M(k, j)$ denotes the algebraic complement of the element $M_{i k}$. Taking into account that $\left[M^{-1}\right]_{j k}=(\operatorname{det} M)^{-1} M(k, j)$ and that the variations $\delta \Phi_{k}$ of the determinants are caused by the variations $\delta \varphi_{a}$ of it spin-orbitals, i.e., that

$$
\begin{equation*}
\delta \Phi_{k}=\sum_{a, r} \delta_{a r}^{(k)}\left(\Phi_{k}\right)_{a}^{r} \tag{35}
\end{equation*}
$$

with arbitrary coefficients $\delta_{a r}^{(i)}$, one can re-express equation (33) as

$$
\begin{equation*}
\sum_{k=1}^{d} \sum_{a, r} \delta_{a r}^{(k)} \sum_{j=1}^{d}\left\langle\left(\Phi_{k}\right)_{a}^{r} \mid \Psi_{j}\right\rangle\left(M^{-1}\right)_{j k}=0 \tag{36}
\end{equation*}
$$

Employing equation (27) and setting to zero the coefficients of the individual increments $\delta_{a r}^{(k)}$, we obtain the set of equations (28). Hence, we have shown that the MPO/Ps obtained from the requirement (17), satisfy the generalized Brueckner condition and therefore the MPO/Ps are identical with the MR-BOs.

We now proceed to the $\mathrm{MPO}(k)$ orbitals. For convenience we shall assume that the orbitals considered are real.

Let us start with $k=0$. According to equations (15) and (14) the $\mathrm{MPO}(0)$ s have to satisfy the condition

$$
\begin{equation*}
\delta \operatorname{Tr} M^{\dagger} M=0 \tag{37}
\end{equation*}
$$

and by equation (11), the variation of the trace of $M^{\dagger} M$ can be expressed as

$$
\begin{equation*}
\delta \operatorname{Tr} M^{\dagger} M=\delta\left[\sum_{i, k=1}^{d}\left\langle\Phi_{i} \mid \Psi_{k}\right\rangle^{2}\right]=2 \sum_{i, k=1}^{d} M_{i k}\left\langle\delta \Phi_{i} \mid \Psi_{k}\right\rangle \tag{38}
\end{equation*}
$$

Now, when using equations (35) and (27) and setting equal to zero the coefficients of the increments $\delta_{a r}^{(i)}$, one obtains the following conditions to be satisfied by the coefficients $c_{k}^{(i, a \rightarrow r)}$ in the FCI expansion of $\Psi_{k}$ defined in terms of the MPO(0)s:

$$
\begin{equation*}
\sum_{i, k=1}^{d} M_{i k} c_{k}^{(i, a \rightarrow r)}=0 \quad i=1, \ldots, d \tag{39}
\end{equation*}
$$

From this equation, sets of coefficients corresponding to different excitations $a \rightarrow r$ from a given determinant $\Phi_{k}$ are related in the same way. Notice that it is the essential difference of these conditions and the generalized Brueckner condition given by equation (28), which may cause the MPO(0)s and MR-BOs to differ considerably. This is demonstrated in tables 1 and 2 for cases when $\mathcal{M}_{0}$ and $\mathcal{M}$ disclose a relatively small overlap.

We now derive the analogues of equation (39) for the $\operatorname{MPO}(k)$ s, where $k>1$, in the case of two-dimensional $\mathcal{M}_{0}$ and $\mathcal{M}$ spaces. Examples of such spaces are considered in section 3.

According to equations (13)-(15) the MPO(1)s are obtained from the condition

$$
\begin{equation*}
\delta \operatorname{Tr}\left(M^{\dagger} M\right)^{1 / 2}=0 \tag{40}
\end{equation*}
$$

From equations (10), (18) and (19) we have $M_{1}^{2}+M_{2}^{2}=\operatorname{Tr}\left(M^{\dagger} M\right), M_{1}+M_{2}=\operatorname{Tr}\left(M^{\dagger} M\right)^{1 / 2}$ and $M_{1} M_{2}=|\operatorname{det} M|$. Taking into account that $M_{1}+M_{2}=\left(M_{1}^{2}+M_{2}^{2}+2 M_{1} M_{2}\right)^{1 / 2}$ one obtains

$$
\begin{equation*}
\operatorname{Tr}\left(M^{\dagger} M\right)^{1 / 2}=\left[\operatorname{Tr}\left(M^{\dagger} M\right)+2|\operatorname{det} M|\right]^{1 / 2} \tag{41}
\end{equation*}
$$

It is convenient to employ the following notation:

$$
\begin{equation*}
A=\operatorname{Tr}\left(M^{\dagger} M\right) \quad B=|\operatorname{det} M| \quad \text { and } \quad x=A / B \tag{42}
\end{equation*}
$$

Now equation (41) can be written as

$$
\begin{equation*}
\operatorname{Tr}\left(M^{\dagger} M\right)^{1 / 2}=B^{1 / 2}(x+2)^{1 / 2} \tag{43}
\end{equation*}
$$

The desired variation can be written as

$$
\begin{equation*}
\delta \operatorname{Tr}\left(M^{\dagger} M\right)^{1 / 2}=2^{-1} N_{1}^{-1}[\delta A+2 \delta B] \tag{44}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{k}=\operatorname{Tr}\left(M^{\dagger} M\right)^{2^{-k}} \tag{45}
\end{equation*}
$$

and the condition (40) takes the form:

$$
\begin{equation*}
\delta A+2 \delta B=0 \tag{46}
\end{equation*}
$$

Taking into account equations (34) and (38) for $\delta \operatorname{det} M$ and $\delta \operatorname{Tr}\left(M^{\dagger} M\right)$, respectively, and inserting the expression (35) for $\delta \Phi_{k}$ into the formula obtained, one obtains the desired equations relating the $c_{j}^{k, a \rightarrow r}$ coefficients, e.g.,

$$
\begin{equation*}
\left(M_{11}+\sigma M_{22}\right) c_{1}^{1, a \rightarrow r}+\left(M_{12}-\sigma M_{21}\right) c_{2}^{1, a \rightarrow r}=0 \tag{47}
\end{equation*}
$$

where $\sigma=\operatorname{sign}(\operatorname{det} M)$.
In a similar way we can obtain analogues of equation (47) for the $\mathrm{MPO}(k)$ s corresponding to $k>1$. However, we do not derive the detailed equations, but rather the general form of the equations representing the optimum condition, i.e., the analogues of equation (46). To find the general patterns of these equations let us consider the case $k=2$. According to equations (13)-(15) the $\mathrm{MPO}(2)$ s are obtained from the condition

$$
\begin{equation*}
\delta \operatorname{Tr}\left(M^{\dagger} M\right)^{1 / 4}=0 \tag{48}
\end{equation*}
$$

In similar way, as for $k=1$, one may obtain the expression for $\operatorname{Tr}\left(M^{\dagger} M\right)^{1 / 4}$ :

$$
\begin{equation*}
\operatorname{Tr}\left(M^{\dagger} M\right)^{1 / 4}=\left[\operatorname{Tr}\left(M^{\dagger} M\right)^{1 / 2}+2|\operatorname{det} M|^{1 / 2}\right]^{1 / 2} \tag{49}
\end{equation*}
$$

taking into account equations (43)-(45) one may obtain

$$
\begin{equation*}
\operatorname{Tr}\left(M^{\dagger} M\right)^{1 / 4}=B^{1 / 4}\left[[x+2]^{1 / 2}+2\right]^{1 / 2} \tag{50}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta \operatorname{Tr}\left(M^{\dagger} M\right)^{1 / 4}=2^{-2} N_{2}^{-1} N_{1}^{-1}\left\{\delta A+2 B^{-1}\left(B+B^{1 / 2} N_{1}\right) \delta B\right\} . \tag{51}
\end{equation*}
$$

Emloying the same method for $k=3$ one obtains the equations:

$$
\begin{equation*}
\operatorname{Tr}\left(M^{\dagger} M\right)^{1 / 8}=B^{1 / 8}\left[\left[[x+2]^{1 / 2}+2\right]^{1 / 2}+2\right]^{1 / 2} \tag{52}
\end{equation*}
$$

and
$\delta \operatorname{Tr}\left(M^{\dagger} M\right)^{1 / 8}=2^{-3} N_{3}^{-1} N_{2}^{-1} N_{1}^{-1}\left\{\delta A+2 \sigma B^{-1}\left(B+B^{1 / 2} N_{1}+B^{1 / 4} N_{2} N_{1}\right) \delta B\right\}$.
An inspection of equations (43)-(45) indicates that for an arbitrary $k>1$, the relevant trace and its variation take the forms

$$
\begin{equation*}
\operatorname{Tr}\left(M^{\dagger} M\right)^{2^{-k}}=N_{k}=B^{2^{-k}} R_{k} \tag{54}
\end{equation*}
$$

with

$$
\begin{equation*}
R_{k}=\underbrace{\left[\ldots\left[[x+2]^{1 / 2}+2\right]^{1 / 2} \ldots 2\right]^{1 / 2}}_{k} \tag{55}
\end{equation*}
$$

and

$$
\begin{align*}
\delta \operatorname{Tr}\left(M^{\dagger} M\right)^{2^{-k}} & =2^{-k} N_{k}^{-1} N_{k-1}^{-1} \times \cdots \times N_{1}^{-1}\left\{\delta A+2 B^{-1}\left(B+B^{1 / 2} N_{1}+B^{1 / 4} N_{2} N_{1}+\cdots\right.\right. \\
& \left.\left.+B^{2^{-(k-1)}} N_{k-1} \times \cdots \times N_{1}\right) \delta B\right\} . \tag{56}
\end{align*}
$$

According to equations (13)-(15) the $\mathrm{MPO}(k) \mathrm{s}$ are obtained from the condition

$$
\begin{equation*}
\delta A+2 S_{k} \delta B=0 \tag{57}
\end{equation*}
$$

where by equations (45), (53) and (54), $S_{k}$ can be written as

$$
\begin{equation*}
S_{k}=1+R_{1}+R_{1} R_{2}+\cdots+R_{1} \times \cdots \times R_{k-1} \tag{58}
\end{equation*}
$$

Notice that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} R_{k}=2 \tag{59}
\end{equation*}
$$

The sum $S_{k}$ increases very quickly with increasing $k$. As a result, for very large values of $k$, the first term in equation (57) can be neglected and this equation becomes equivalent to condition (33) for the MPO/Ps or MR-BOs. Hence, we have proven that in the limit $k \rightarrow \infty$, the MPO $(k)$ s become identical with the MPO/Ps and MR-BOs. This results explain the close similarity of these orbitals and the $\mathrm{MPO}(9)$ s in our calculations for H 4 presented in the previous section.

## 5. Summary

In this paper we proposed several generalizations to the case of MR-state approaches of the concept of maximum overlap orbitals or BOs, which have been defined and employed in SRstate formulation of the many-electron theory. These generalizations can be classified into two categories. The first one consists of orbitals that yield the maximum proximity of the model space, $\mathcal{M}_{0}$, spanned by $d$-determinants $\Phi_{i}$ constructed from these orbitals and the target space, $\mathcal{M}$, spanned by the set of $d$ exact wavefunctions $\Psi_{i}$ considered in the MR approach. Due to the fact that one may use many proximity criteria, this category includes various MPOs. The second category consists of the set of MR-BOs which satisfy the generalized Brueckner condition, i.e., the requirement that in the CI expansion of the exact wavefunctions, transformed to the intermediate-normalization form, there are no singly excited configurations.

For each of the generalized BOs considered, we derived equations relating the coefficients of singly excited configurations (with respect to the individual $\Phi_{i}$-determinants) in the CI expansions of the $\Psi_{i}$ functions defined by the orbitals considered. Relationships between various MPOs as well as between MPOs and the MR-BOs set have been studied. We
demonstrated that there are proximity criteria related to the trace of the product $M^{\dagger} M$, where $M$ is the mixed overlap matrix for the bases of $\mathcal{M}_{0}$ and $\mathcal{M}$, which lead to MPOs arbitrarily close to the MR-BOs. It has also been shown that one can define a proximity criterion in such a way that the orbitals maximizing the proximity ( $\mathrm{MPO} / \mathrm{P}$ ) simultaneously satisfy the generalized Brueckner condition, i.e., that both criteria define the same set of orbitals. Hence, for the MPO/Ps we have the same situation as in the SR case, where the analogues of both criteria define just one set of BOs. Therefore, these orbitals seem to represent the most natural generalization of the BOs to the MR case. Moreover, the proximity criterion defining the MPO/Ps, which is related to the determinant of the $M$-matrix, might be considered as the most natural analogue of the best overlap criterion defined in the SR case.

To illustrate the detailed structure of the various orbital sets considered and to test the sensitivity of various proximity measures, we performed numerical studies for the H 4 model, which is commonly used in test calculations of advanced methods of many-electron theories. It has been demonstrated that, in fact, the criterion employed for the generation of MPO/Ps provides a very sensitive description of the proximity of the pair of subspaces considered. It has also been found that generalized BOs differ significantly from the HF orbitals.

We believe that the MPO/P one-electron functions proposed in this paper will be of similar importance in MR-state approaches to the description of the states of many-electron systems as the standard BOs in the SR approaches.
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